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Abstract—This paper presents a twin-class transmission system of error bursts which tend to propagate to the proceeding in-
for narrowband radio access channels suitable for handheld terframe-coded video signal. To avoid this, less error-prone in-

video phone and multimedia portable PC applications. The yaframe methods which lack coding efficiency should be con-
transmission system is comprised of a hierarchical 16-QAM mod-

ulation technique and a channel-coding scheme. The formation of slde_red. An alternative a_lppr_oach Wh!Ch_ quld allow the uti-
dual-priority transmission is due to differing error resiliencies of lization of interframe coding is transmission via separate chan-

the bits that make up a given symbol in a Gray-coded 16-QAM. nels using an unequal error-protection strategy. For instance,
On this basis, a twin-class pilot-assisted fade-estimation technique it is shown in [1] and [2] that the so-called maximum-min-
that can gracefully reduce the power loss caused by the transmis- imum distance Gray-coded 16-QAM phasor constellation natu-

sion of pilot overhead is developed. The twin-class 16-QAM system . . . o
is then used to transport a compressed video bitstream, which is rally forms two different-integrity subchannels. Specifically, the

partitioned to match the bit-error sensitivity of the transmitted  higher integrity 16-QAM subchannel—referred to as the C-1
symbol. The partitioning scheme is based on a separation of subchannel—is represented by the most significant bit (MSB)
the variable-length (VL) coded discrete cosine transform (DCT) of both the in-phasel] and quadrature-phas@) bits. By con-
coefficients within each DCT block. This partitioning scheme g4t the lower priority subchannel (C-2) is formed by the re-
is then applied to split the ITU-T H.263-coded bitstream. The inind 2 bits of the 4-bit 16-OAM bol. | least sianif
scheme is suitable for constant bit-rate transmission (CBR), where malnlr}g IS or the 2-DI - -Q : Symbol, I.e., 1eas §|gn| -
the fraction of bits assigned to each of the two partitions can cant bits (LSBs). The associated bit-error-rate (BER) difference
be adjusted according to the requirements of the unequal error of the C-1 and C-2 subchannels depends on the transmission
protection scheme employed. The distribution of the VL-coded channel condition, which is Rayleigh in the worst case, when
(VLC) information amongst the two partitions is performed —  jine_of-sight (LOS) path is present between the transmitter

adaptively. Finally, the performance of the partitioning scheme for . . . .
transmission of video signals using our twin-class 16-QAM trans- and receiver. When there is a LOS path, various Ricean chan-

mission system is evaluated under multipath fading conditions. ~ Nels are encountered.
In QAM-based video transceivers, it is possible to exploit the

BER differences of the C-1 and C-2 subchannels in providing
video bit sensitivity-matched error protection. This BER dif-
ference can be further augmented, if required, by the different
. INTRODUCTION video bit sensitivities or equalized by employing different

HE DESIGN of multimedia terminals was conceived wittghannel codecs. Alternatively, a range of different channel
T the assumption that users do not move and the transnfiedecs can be considered in order to create a more finely graded
sion medium is almost error free. As mobility is becoming &€t of bit-protection classes. We note, furthgrmore, that in.64-
major challenge in future multimedia communications, an e80d 256-QAM, there are three and four different protection
sential issue is how to protect a highly sensitive video portidi@sses, respectively.
of multimedia information against hostile multipath fading en- In this paper, we first present a detailed analysis of the C-1
vironments. Since most existing video compression standaffid C-2 bit-error probabilities for Rayleigh fading channels.
have been developed for relatively benign, near-error-free éf-addition, to compensate the effects of the channel-induced
vironments, they cannot be directly applied in a hostile mdépagnitude- and phase-fluctuations pilot-assisted modulation
bile domain. This is mainly due to the extensive employmefff SAM), a technique first proposed by Cavers [3], is inves-
of variable-length coding (VLC) techniques, which are efficierfigated. Please note that the PSAM technique inserts known
in bit-rate reduction terms, but are error sensitive, since a sini¢ot sSymbols in the transmission bursts, which essentially
transmission error may result in an undecodable string of big&mple the channel’'s complex fading envelope according to the
In addition, to enhance the compression efficiency, interfran§@nstraints of Nyquist's sampling theory. To take advantage
coding is normally deployed. However, the main drawback wif the BER difference of the C-1 and C-2 subchannels, a

interframe coding for mobile applications is the transmissidWin-class pilot assisted fade estimation technique that can
gracefully reduce the power loss caused by the pilot overhead

is presented. A combination of twin-class PSAM and channel
coding is then deployed to asses the overall performance of
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Q The total probability of error for 16-QAM is
— 1
ke R® 4 3@P P, P. = - (Po1+ Po-2). (6)
1011 1001 0001 oo1f 2
Equations (3) and (4) represent the bit-error probabilities for
R® R® +a @F ®n AWGN channels (nonfading case).
1010 1000 0000 0010
33 a 'a S:a [ll. M ULTIPATH FADING CHANNELS
P1‘ﬁ10 P”ﬂoo T gmfb 0.11510 In mobile radio channels the fading signal can be expressed
as
T ) P, + .. @P @®FP _ .
W orl R AL & iz S(t) = c(t) - 2(t) + n(t) 7)

wherez(t) is the modulated signat(t) is the AWGN, and:(¢)

is the multipath gain at the output of the fading channel. For nar-

Fig. 1. Gray-coded 16-QAM constellation. rowband channels where the signal bandwidth is much smaller
than the coherence bandwidth, the received signal undergoes flat

coding standard and the quality assessment of the decoé®@ing [5]. Under flat fading conditions, the spectral character-

video after transmission over Rayleigh fading channels usiigjics of the signal are preserved. Thug) can be presented as

the twin-class 16-QAM system.

ot) = r(t)e™7® (8)

Il. GRAY-CODED 16-QAM ] ) o
o o wherey(t) is the phase shift an(t) represents the multiplica-

A 16-QAM square constellation is shown in Fig. 1. As can bg e \ariation in the signal envelope. For slow flat fading chan-
seen, the distance of a constellation point from the boundary fis the phase shift and amplitude attenuation of the received
its decision region (referred to here as the protection distangg)na| can be assumed to be constant within at least one symbol
for the two MSBs is eitherd” or “3a” and assuming that the haring o, can be accurately estimated in the detection process
probability of occurrence for all 16 phasors is equal, the BER ¢ coherent) andis considered to be a Rayleigh-distributed
probability classified here as channel 1 (C-1) [1], [2]is given by, nqom variable where its probability density function be shown

as
1 3a 1 a
P 1 = — e — — — 1 °
173 Q{ VNo/2 } "2 Q{ VNo/2 } W p(r) = IR 20 ©)

where@{-} is the area under the Gaussian tail &\ the one-

2
sided noise spectral density of additive white Gaussian nol¢8€rés ands= are the rms voltage and averaged power of the
(AWGN). received signal (before envelope detection), respectively. For the

slow flat fading model, the signal amplitude during each symbol
period is multiplied by a Rayleigh fading factor [7]. Thus, the
instantaneous SNR is defined as

For the two least significant bits (LSB) signifying channel
(C-2), the decision distance ia™at all times and, thus, the BER
probability can be expressed as

=2 10

_ . As indicated in (9),r has a Rayleigh distribution. Conse-
The average signal energy per symhigk} for 16-QAMis  quently,»2 has a Chi-square distribution with two degrees of
freedom. Thus

E
Es =104 or a:\/—s. 1
10 pe(i) = — e vil0)- (11)

W ’70

Substituting &” from the above in (1) and (2)

~o is the average value of the SNR, i.e.,

1 9v, 1 s
Pe1=-0Q % +5Q \/,YT ) _E
2 5] 2 5 No = TE =2 (12)
5 N
rea=af |2} @
0 wherer? = E{r?} = 202 Thus, the average BER can be
in which shown as
F _ -
Y= (5) Pe = / pe(vi)p(vi) di. (13)
0 0
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From (3), (11), and (13), the average BER for the first channat the demodulator, the ratio of the received signal over the
(assuming coherent detection) can be shown as known phasor (i.e R(t, o)/ PA) represents the estimated value
of C(t, o) where

N B ooy [ {\/I} { 9 H 4
De1 = € Q = + Q < d’}/z. — n
' 2 /0 Yo 9 9 C(tna 0) = C(tn, O)PA + (tr“ 0) . (20)

(14) Fa

The above equation indicates that the estimate of the pilot

symbol is the sample value 6f(¢, o) affected by noise. The

1 7o [ 9% estimated symbols for consecutive frames can then be used to

Fer = 1 <2 "V 10+ YV 10+ 9 ) - (19 interpolate the symbol-spaced samples of the received signal
R(t, i, 0). Optimal interpolation using a Gaussian or Wiener

For the second channel, however, the situation is not as straigiier can be used but, to avoid the computational complexity of
forward as for the first channel. The total average error probgg |atter, the former has been considered here.

Integration by part and after simplification will give us

bility of the second channel is shown as The next step in pilot-symbol-assisted fade estimation is
2 choosing a suitable frame length. Bear in mind that a large
P, = ECTSO 1+ o CWM] value for K’ can reduce the interpolation accuracy, thus leading
4 10+ to a higher BER. At the same time, an unnecessarily small
1 —orum v ome2 value for K can reduce the QAM spectral efficiency due to
M 4" Tt mewmmo . (16) power loss. For instance, for a frame lengthdymbols of a
source coded at a bit rate &% bits/s, an increase in overhead

but to avoid excessive analytical details, its derivation is préould beR, /K bits/s. However, an optimum value for the pilot

sented in the Appendix. spacing can be found in accordance with the fading sampling
Analytical evaluation of the BER performance, using (15) fidte. For a given transmission system, the only changing

the first channel and (16) for the second channel, indicates tRafameter affecting the fading rate is the velocity of the mobile

the second channel has an unacceptable error rate in fading {jt, which translates to the Doppler Spreading, defined as

Indeed, such behavior backed by our simulation confirms that

the BER performance of the second channel remains almost fo=(v-f)/e

unaffected by the average SNR, whereas the BER of the first

channel decreases as the SNR increases. In the absence o Stber . ]

multipath effect (i.e., a nonfading environment), the difference * maximum Doppler _frequ_epcy,

between the two channels seems to be marginal. The poor BE!j veIo.C|ty of the mqblle unit

performance of the second channel indicates that the bandwidth® carrier frequency;

efficiency of multilevel modulation cannot be adequately uti\:nc ; sxpeersnOfr:lghtth Doooler shift is normalized by the tran
lized due to envelope fluctuations which tend to drasticallya-Ou experiments, the Loppler Shitt1s normalized by e trans-

fect the detection of the two least significant bits. To overcorqrgitted symbol rate (i.efpT5). For our Rayleigh fading simu-

e ed model, a flat fading model with the power spectrum sug-
such a deficiency, we have developed a PSAM scheme Whlgésted by Jakes [6] has been used. The carrier frequency was set

L?;:;ﬁi;i?;;qe of the twin-class property of the 16-QAM mogt- 1.9 GHz, with a baud rate of 24 000. The over-sampling rate
was 8 and the pulse shaping roll factor was 2.5. Fig. 2 shows the
effect of frame size on the BER performance of both channels
using second order interpolation. In this figure, two normalized
In conventional pilot-symbol-assisted modulation [3], [4], ®oppler shifts,fpT, = 0.01 and fp7, = 0.025, were consid-
symbol representing a known phasor is allocated at the begifed.
ning of each transmitting frame consistingff-1symbol data. ~ The results indicate that while the first channel can tolerate
For a symbol period of’;, the frame length correspondsto  a much larger frame size, the second channel would require a
more frequent pilot update as its BER performance tends to de-
Iy =K T, a7 teriorate more rapidly. Based on this observation, we present a
The sample timing of each symbol in th¢h frame ¢,, ;) can hierarchical PSAM scheme which allows more frequent pilot
be shown as ' transmission for the second channel. In addition, by employing
) a half-symbol pilot, a substantial increase in the overhead can
tni=n-Tf+ <L) Ty, i=0,1,2,...K —1. (18) beavoided. The proposed strategy is depicted in Fig. 3, which
’ K shows how the pilot symbol is split into two halves, where each
If a symbol representing a known phad®x (e.g.,A = 16 in is transmitted at a different frame rate. As shown in this figure,

Fig. 1) is transmitted at the beginning of a frame, the demodfe Pilot SymbOIPA“'S fc,),rmed by C?m?mlng the two half-sym-
lated pilot symbol at each frame timing (i.6,, o = n - 7j)is POIs (1., Fc-p = 11" Fop = "11" which correspond to
given by Pig :_“1111” in Fig. 1). Thefull symbol formation can occur at
amultiple frame length (i.e., super-frami&),, = j-1. For the
R(t,, 0) = C(t,, 0)Ps +n(ty,, 0). (19) second channel, a half-symbol (i.€-. = “11") is inserted at

IV. FADE ESTIMATION AND COMPENSATION
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Fig. 2. Effect of frame size on the BER performance of C-1 and C-2 channels for=SBIRdB.
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Fig. 3. Framing structure for transmission of pilot information.
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Fig. 4. Secondary fade estimation and compensation for the second channel data.

the beginning of each franig;. The half symbolP-., =*“11" of the fade estimation and compensation scheme for the two-

corresponds to a phasor repressing the maximum amplitude, thannel 16-QAM system.

its exact location (phase) in the 16-QAM constellation is deter- In this configuration, after a primary-stage of fading estima-

mined by its corresponding two bits which are transported viemn and compensation at a super-frame basis, the demodulated

the first channel (i.e.Ps(-, -) in Fig. 1). signal is first split into two branches. For the first branch, the
In this arrangement, th, pilot (first channel;P--; =“11") decision boundaries for both tlieand() components are set at

is primarily used to estimate the channel for the recovery of tzero-level (i.e., using a QPSK demodulator). The first two bits of

first channel data (primary channel estimation). Upon detectitimee decoded first channel data at the beginning of each frame,

of the first channel data at a super frame basis, the second stagether with theP., pilot bits (e.g.,Pc-2 = “11"), form a

of interpolation is performed on a shorter frame (i’E¢) to  symbol estimate of the transmitted phasor. As shown in Figs. 3

recover the second channel data. Fig. 4 shows the configuratiord 4, the estimated fade symbols of three consecutive frames
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Fig. 5. Effect of secondary fade compensation on the BER performance of the (b)

second channel data. (7, = 0.015. (b) fpZs = 0.01.
Fig. 6. BER performance of the coded first channel and its effect on the
uncoded second channels. &7, = 0.02. (b) fpTs = 0.01

are subsequently used to perform symbol-spaced interpolation

according to (20). This is then applied to scale and rotate the .
. A . . corrupted by errors, the data transmitted on the second channel
signal constellation in accordance with the decision boundariés : :
: would no longer be of any use. Thus, improving the performance
for the I and @ components for recovering the second channe . .
data of the first channel (e.g., by means of forward error correction

The above scheme was implemented using Signal ProceséljﬁEC) coding) can consequently enhance the performance of the

: . . . segond channel.
Work System (SPW) simulation toolsThe simulation model . B
was then evaluated by using a frame of 8 symbéls<{ 8) Block coding such as Reed—Solomon (RS) and BCH (outer

. : coding) combined with convolutional coding (inner coding) can
and a super-frame of 64 symbols (eg.~ 8). Fig. 5 shows rovide a powerful error protection tool against multipath fadin
the BER results for channel SNR ranging from 15 to 40 dB f - mobilepa lications pln this paper hgowever Wephave cor?—
#pT, = 0.015 [Fig. 5(a)] andfpT, = 0.01 [Fig. 5(b)]. From PP ’ paper, '

- sidered convolutional coding for the first channel followed by
these results, it can be clearly observed that the performanc : : .
a_block interleaver to disperse the error bursts. At the receiver,

of the second channel is considerably enhanced, particularly - . . . T
higher channel SNRs. This is due to the fact that at a low chanr?gﬂard decision Viterbi decoder is then applied (after de-inter

leaving) to recover the first channel data. The decoded first-

SNR, the error probability of the first channel data increase% . :
: . annel data is subsequently used to help the channel estima-
which could consequently affect the accuracy of pilot symboJs

used for secondary fade estimation. However, we should p0|'notn for the second channel. Fig. 6 illustrates the BER perfor-

out that due to the hierarchical structure of the system (e.mance of the first and second channels using a 1/2 rate convolu-

partitioned input video data), once the first channel data frameﬁ_glgalgzg;j]eagg? aTconst(;g;nEFI(iegngé?b?]f ?A];oirn%?{g tzsd |:n (?[hoe25e
. pls = . .
1SPW is a registered trademark of Cadence Design Systems, Inc. The Sfigures, at higher SNR values where the FEC on the first channel

is identified in this paper to foster understanding. Such identification does ngécomes more effective. the BER performance of the second
imply recommendation or endorsement by the National Institute of Standar ’

and Technology, nor does it imply that this product is necessarily the best av&gﬁar!ne' improve.s Cons.iderably'_ This P?haViO.r appears tofitvery
able for the purpose. well if the input video bitstream is partitioned in such a way that
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the first channel can carry the most error-sensitive information As described above, it is essential that the decoder receive the
of the compressed video. Such a strategy will be discussed néeader information without errors to ensure that the image is re-
constructed correctly. For instance, if the header information is
V. VIDEO PARTITIONING corrupted during transmission, the decoder will have no indi-

. ) ) . . cation as to how the frame, GOB, or MB has been coded and
In this section, we are mainly concerned with developing pagy any further data received will be useless. The actual DCT

titioning schemes suitable for transmission of compressed Vidg§ufficients are transmitted at the block layer and errors de-
over our twin-class 16-QAM system. The objective is to explojbcted in this data mean that some, or all, of the data is lost.
the BER differences of the C-1 and C-2 subchannels by prigr s case, if errors affect only higher frequency coefficients,
viding yldgo bit sensitivity-matched error protect!on. Since thﬂa]e damage would be less catastrophic as the block can be re-
transmission rate for C-1 and C-2 has to be at fixed rates WitBnstructed with minimal visual distortion. It is therefore ben-
equally sized partitioning, we have devoted our attention to COgicial to partition the coded bitstream in such a way that the
stant bit-rate (CBR) transmission. Since C-1 and C-2 use difgader information and possibly as many lower frequency DCT

ferent PSAMs and error-protection overheads, the partitioniggetficients, are better protected. However, the major challenge
algorithm should be able to divide the original bitstream into any partitioning the video-coded bitstream is to avoid any sub-

desirable sized partitions. The partitioning processis, in geneighntia| increase in the bit rate. This, to a large extent, depends

described with the aid of the fraction of bits assigned to the indi, ihe way in which the visual data is divided and subsequently
vidual partitions. The number of different bit-sensitivity classg$;nsmitted.

and the video bits assigned to them have to be decided on the
basis of the visual importance differences of the various videp Partitioning of DCT Coefficients
bits. . . L - .
In this paper, our main objective has been to develop an effi-AS discussed above, a video frame is first divided into

cient partitioning scheme to split an already-compressed Vidrégnoverlapping _bIOCkSS(f) and then each block Is transformed.
into two bitstreams for the transmission of video signals ov y aDCT, quantized and entropy coded. In this scheme, the dif-

mobile channels. As will be discussed in the following sectioft"€Nce between theth input blockS; and its corresponding

the ITU-T H.263 [9] video-coding standard has been considerBtption-compensated (MC) predicted blogk_, (i.e., the ref-
to compress the video signal before partitioning. erence block) is transformed via a DCT. The output of the block,

DCT(Sy — S%_,), is then quantized{DCT(S,; — S7_,))},
. o and VLC coded before being transmitted.
A. Hybrid-Based Video Partitioning The separation of the quantized DCT coefficients may be ar-
The so-called inter-frame hybrid DCT coding technique hagnged either before or after entropy coding. In the former, re-
been adopted for most practical video codecs, including the @¥rred to as fixed-zone partitioning, the same number of lower
isting video-coding standards [8]-[12]. The multiplexing strudrequency coefficients (in a zig-zag scanning order) is selected
ture for transmission of video-coded information of these stags the upper-zone for transmission over the first channel. In
dards is generally based on the same concept. For examplehig latter case, the first partition takes up a fixed number of
the H.263 standard, the video-coded information for each frangg C codewords instead. To distinguish between the two split-
is arranged in four hierarchical layers such as a picture layghg methods, the impact a loss of the second partition would
group of blocks (GOB) layer, macroblock (MB) layer, and blockave on the reconstruction of the first partition is presented. Ne-
layer. glecting the effect of quantization noise (€.8-1 = 5%_,),

The picture layer contains a number of codewords that ithe prediction error signal (before VLC coding) may be shown
clude the picture start code (PSC), picture type (PTYPE) indis follows:

cating whether the frame is INTER (P-picture) or INTRA (I-pic-
ture) coded, video format, and other important parameters that DCT(S; — Sy_1) = DCT(S;) — DCT(Sy_1) (21)
are used to encoded the frame. The picture layer is then followed
by a GOB layer representing a row of contiguous MBs withiwhere Sy and.S;_; represent the current block of picture el-
the coding frame. The GOB header contains information suements and its corresponding MC predicted block (i.e., refer-
as GOB start code, group number (GN), and the quantizatience block), respectively. For partitioning, a fixed number of top
parameter to be used for the GOB blocks. VLC codewords may be selected for the first partition for each
Next is the MB layer; its header begins with a single bit, inblock of 8-by-8. In this case, the number of coefficients that
dicating whether any more information is transmitted for tha single VLC codeword can represent depends on the number
MB (this is referred to as COD). For instance, if the COD flagf quantized zero coefficients (i.e., a zero run) preceded by a
indicates a coded MB, its header provides information such msnzero value (level). Itis assumed that the coefficients are read
the coded block patterns for chrominace (CBPCM) and lumi a zig-zag scanning order (from the top left to bottom right
nance (CBPY), which identifies the coded blocks within a MBcorners). For instance, the first VLC codeword may represent
In addition, the codewords representing the horizontal and venre or more quantized DCT coefficients of the lowest order, de-
tical components of motion vectors for the MB is included ipending on the nature of the run-level symbol. Therefore, for a
the header. The final layer of the video syntax is the block laygiven number of selected top VLC codewords for the first parti-
which contains the VLC-coded information of the DCT coeffition, different blocks may result in covering a different number
cients. of DCT coefficients. To assist with the analysis, a zdfig,
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(y > =) is defined as a region in which the DCT block covers whereZ ,, , , ,,, represents a zone that is effected by errors. We
specific number of DCT coefficients where the coefficients a@ssume that the receiver is designed to force these corrupted co-
identified by the zone’s subscript indicesandy. For instance, efficients to zero. Subsequently, to decode the DCT coefficients
Z,y corresponds to the DCT coefficientS,,, C,4+1, ... C, covered by the first partition of the current block, the prediction
(in a zig-zag order). error signal in (22) should be added to the reconstructed refer-
Therefore, for a given number of VLC codewords selectezhce block with the same upper-zone, as shown in (27). Thus,
for the first partition, it may be assumed that for the currefitom (22) and (27), the DCT coefficients of the first partition at
coding block, this would correspond to upper zdfie,,. Thus, the receiver may be expressed as
the prediction error signal for selected VLC codewords may be

shown as follows: Z1, mADCT(Sf)} = Z1,m{DCT(5f — S-1)}
first partition +2Z1, o ADCT(Sy-1)} + Z i1, m{DCT(Sy1)}.  (28)
Z1 m{DCT(S; — S;_1)} The absolute difference value between the reconstructed upper-

zone, with and without transmission errors, at the second parti-

= Z1,m{DCT(Ss)} — Z1, m{DCT(S; 1)} (22) tion represents the distortion value for the coding block. Thus,

second partition from (26) and (28), the following expression can be shown:
Zomt1,64{DCT(S; — S;_1)} |Z1,m{DCT(Sf)} — Z; ,, {DCT(S¢)}
= Zn+1,64{DCT(S7)} = Zins1,64{DCT(S; 1)} (23) = 1Z0n40), mADCT(Ss 1)} = Zgr i ADCT(Sy -}
(29)

Assume that when the reference block was encoded (basedon . _ .
the same number of VLC codewords), the number of its DCThe distortion term in (29) represents the amount of drift

coefficients for the first partition was represented by a zone tHgtween the local decoder (24) and remote decoder (28) for
was smaller than that in the current block (i-glgn < Z1 m)- the first partition of the current block. This indicates that the

Thus, the last term in (23) may be divided as first partition has to rely on the channel condition in which
the second partition is received. Its visual effects may depend
Zy,m{DCT(S5-1)} on the number, as well as the magnitudes, of the nonzero

= 7 o{DCT(55 1)} + Zng1),m{DCT(S; 1)}.  (24) coefficients that fall within the differential zon#,,,_,,. Bear
' ’ in mind that, in order to achieve a fixed-rate transmission for
It can be easily deduced from (22) that in order to recover ti§&ch partition, splitting of the VLC codewords between the two
current DCT block, the prediction error signal should be addédrtitions is expected to change from time to time. As will be
to the reference block. Therefore, in the absence of any d#wown later, the progression of such distortion and its visual
tortion caused by quantization or transmission errors, the Vi&ffects does not appear to be of serious concern—as far as the

codewords for the first partition can be expressed as INTRA refresh mode can be accomplished in a reasonable
interval?
71, m{DCT(Ss)} Alternatively, the splitting of the DCT coefficients can be ar-

= Z1, m{DCT(S; — S;_1)} + Z1, m{DCT(S;_1)}. (25) ranged before VLC coding. In this case the same number of
’ ’ lower frequency DCT coefficients (in a zigzag scanning order)

Using (24), (25) may be expressed as is always selected for inclusion in the first partition (this region
will be referred to as the upper-zone DCT). Although this ap-
Z1,. m{DCT(Ss)} = Z1 1 {DCT(S; — Sr_1)} proach has the advantage of providing SNR scalability, it can

+Z1,,{DCT(Sj-1)} + Z(ns1), m{DCT(S;_1)}. (26) cause a substantial increase in bit rates. This is mainly due to the
break up of the run-level symbol near the DCT cut-off region,
In the case of transmission errors, it is important to note that tich may increase the number of bits per block. In addition,
coefficients within theZ,, 11 ,,, belong to the second partition atfor CBR transmission, this would require updating the quanti-
the time the reference block was transmitted. zation index for each partitioned layer by involving the encoder
Next, the situation when this partitio(1 ) is received in the splitting process. In contrast to VLC-based partitioning,
erroneously at the time the reference block was transmitted vplitting can be accomplished entirely independently of the en-
be considered (this is a realistic assumption as the first partitiédder as it will be required to operate at the entropy level.
is expected to be well protected against transmission errors). For
the current block, however, in order to decode its first partitiof;- VLC-Based Partitioning
the receiver is required to provide the reference block repre-Based on the ITU-T H.263 coding standard [9], we now
sented by the same upper zone (i4,,,,) when itwas decoded. present a VLC-based partitioning scheme suitable for trans-
Under these conditions, we can write the reconstructed refagission over our twin-class 16-QAM. It should be noted that
ence block, after DCT conversion, with the same upper-zonetag partitions are required to be of a fixed rate and often of

VA {DCT(Sf_l)} 2To avoid the accumulation of inverse transform mismatch error, each MB
=Lm is coded in INTRA mode at least once every 132 times when coefficients are
= Z1, 2 {DCT(Sy-1)} + Z 41 m{DCT(Ss-1)} (27) transmitted for this MB in P-pictures.
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Initial Cut-off
value selected for the first GOB in the sequence

differing sizes in order to match to the transmission rates fi
C-1+ FEC1 and C-2 FEC2 subchannels. \
In our discussion so far, we have assumed that the first pa oy
tion can always accommodate all the header hierarchy and, th Hoader  |HOT[RCE|VE
splitting has to rely only on the VLC-coded DCT coefficients. Ir
contrast, we observed that for video sequences with low moti Adjustable
activities, the header information far outweighs the VLC-coded
coefficient data when the bit rate drops below certain levels, THi§: 7-  Splitting mechanism within one GOB.
indicates that a robust partitioning MB-header may also need tr
be transported via the second partitions (split-header). Furthel
more, since we are dealing with CBR transmission, the cut-off
level for splitting the bitstream needs to be updated in accor:
dance with the relative buffer fullness of the individual chan-
nels. On this basis, the cut-off level is adjusted by the amoun
of data which needs to be transferred from one bitstream to ar
other. This is shown by the adjustable indicator in Fig. 7. WhenSPlitting percentage
the indicator moves toward the left, less data will be transportec
via the first bitstream and vice versa. To combine the two bit-
streams at the receiver, the location of the adjustable indicato
which will be referred to as “cut-off value,” should be included
in the header of the particular transmission layer on which it is
updated (e.g., picture-layer, GOB layer, MB layer).
Here, we have considered updating this information at titgy. 8. Selection of the cut-off value using a 2-bit codeword.
GOB level. Under this condition, a separate field is designated in

the picture header (after PSC) and in every GOB header of #@ next GN in the upcoming GOB is detected. The remaining
first bitstream for transmitting the cut-off value. To avoid any/| Cs are subsequently transferred to the second partition in the
substantial increase in the overall bit rate, only a 2-bit headersigme order. It should be noted that the second partition does
allocated for transmitting and updating the cut-off level. In achot carry any VLCs from the blocks whose last VLCs are in-
dition, to enhance the dynamic range of the adjustable indicatglided in the first partition or identified as zero blocks by the
the cut-off value is encoded differentially with reference to theiB header.
previous position of the adjustable indicator (see Fig. 7). As il- |n order to resynchronize the two bitstreams at the receiver
lustrated in Fig. 8, five levels (L-0, L-1, L-2, L-3, and L-4) are(j.e., pre-decoder), the second bitstream should be furnished
used to signify the splitting region. with some header information. The header may consist of a pic-
For example, suppose the splitting percentage of the first biire start coded (PSC), and a temporal reference code (TR) at

stream falls in the L-1 region; this means that significantly mofge picture layer and the GOB start code (GBSC), and the GN
data should be transported via the first partition in the next GOBodeword at the GOB layer (i.e., H-2 in Fig. 9).

In this case, the amount of data that needs to be transferred t9) Pre-Decoder: At the receiver, the two bitstreams are

the first partition should go up by two steps from the previoysined together to form the original H.263 bitstream via a
position (e.g., moving the indictor in Fig. 7 toward the right byyre-decoder unit. The pre-decoder’s initial task is to extract
two steps). the cut-off value from the GOB header of the first bitstream.
If the splitting percentage falls in L-2, the splitting mechagrom the cut-off value, it can then determine which of the two
nism will move by only one step to the right. Likewise, whemijtstreams is carrying the MB information if the split-header
the splitting percentage falls within L-4 or L-3, the transfer of identified. Otherwise, the pre-decoder can decide from
data will be from the first bitstream to the second. If percentagige cut-off value how many VLCs it should read from the
splitting falls in between L-0, the cut-off value will remain thefirst bitstream. If the last VLC is not included in the first
same. Please note that the 2-bit cut-off value can be embedggétream, the predecoder will look for the remaining VLCs in
into the GN if the input video format is QCIF or less [13].  the second bitstream. This process continues until the last VLC
1) Splitter: Now we discuss the manner in which the tw@|ast-run-level symbol) codeword (VLCL) is identified.
partitions are formed at the bitstream splitter. For this purpose,in our simulation model, when an error occurs on the second
let us consider a scenario where the first VL& marked by the bitstream, the pre-decoder is able to detect it but unable to pin-
adjustable indicator in Fig. 7, is transported via the first partitiogoint its exact location. Under these conditions, the entire data
for the current GOB in a P-frame. This is shown in greater detgh the second bitstream—which falls within one synchroniza-
in Fig. 9. As illustrated, the first partition begins with the GORjon period—uwill be ignored. However, to reconstruct a decod-
header followed by the MB header and the first VLC from eachble H.263 bitstream, all the blocks within a GOB which do not
block in the transmitting order. This process will continue untontain a VLCL (e.g., B1, B3, B4 in Fig. 9) in the first bitstream
will be closed. This is done by replacing every last VLC (e.g.,
3GN is a fixed codeword of 5 bits, identifying the GOB number in the framdirst VLC according to Fig. 9) by its equivalent VLCL code-
4For INTRA blocks, INTRA-DC codeword will be considered instead. ~ word. If the cut-off value has identified a split-header, all the

A

cut-off level
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GOB
-~ MB N
H B1 B2 B3 B4 B5 B¢
VLC1, VLC2,VLC3 VLCILVLC2, VLC1,VLC2 !
GoB | ---------|MB pucavicsvice  Jvicd fyics vica |vics vica o viet | ----- |GoB
VLCL VLCL VLCL
H B1 B2 B3 B4 B6
GOB |----- MB Jveer per vict Jvicifveer | ---- | coB First bitstream
B1 B3 B4 Bé
VLCZVLES  lyica,vics
H21 LC4,VLCS s vies,vees ~ .
[/VICG,VLCL VLcavLeL Lol H-2 Second bitstream
Fig. 9. Two-layer VLC-based partitioning.
e MB codeword. In the case where both reference GOBs are corrupted
by errors, all the INTRASDC codewords will be replaced by
. con e 00001111.
revious DC ) . . .
‘ As far as the first bitstream is concerned, a similar conceal-
T T ment approach has also been developed to realign the two bit-
Corrupted GOB _ streams. However, its detailed description is rather tedious and
(’ pc AwoC [’DC beyond the scope of this paper.
~Ibc DC \.[bC
VI. DISCUSSION ANDRESULTS
Next GOB o
A. Video Splitting

DC: INTRADC Codeword Partitioning software programs were developed for the simu-
DC: Estimated INTRADC Codeword lation. They performed the adaptive splitting as discussed in the
previous section. In this program, the user defines the splitting
percentage factaX in order to set the transmission rates for
interframe blocks in the GOB will be considered not-coded e first and second bitstreams.at- & and 100X. R respec-
simply changing the COD flag. tively, where X is the splitting percentage atlis the overall

For INTRA-pictures (I-pictures), however, the situation willransmission rate. The performance of the splitting scheme was
be slightly differen& For instance, to drop a corrupted seconthen applied to the first 300 frames of two sequences known
bitstream, there are two possible scenarios which would requae “Salesman” and “Claire.” Both sequences conformed to the
special attention. The first scenario is when only the first cod®CIF format. Initially, the splitting algorithm was examined
word (INTRADC) is carried by the first bitstream. In this casewhen these sequences were coded at 30 frames/s by consid-
the predecoder will change the CBPY and CBPCM codes ¢oing equal sized partitioning (i.eX = 50%). In these exper-
signify that all the MB in this GOB do not carry any VLCs.iments, except for the first frame which was intraframe coded,
The most unlikely scenario is when the INTRADC codeword ithe remaining 290 frames were interframe coded. The results, in
transported via the second bitstream. Under this condition, tteems of the percentage difference between the two bitstreams
predecoder selects an 8-bit codeword (preferably 00001 1tbded at various fixed bit rates ranging from 16 to 128 kbits/s,
for the blocks in the GOB. However, the effect of this causese plotted in Fig. 11. As can be observed, the 50% splitting
the appearance of a gray ribbon covering the length of the I-piarget has not been successfully met at bit rates below 32 kbits/s.
ture with a width of one GOB (16 lines). This is due to the fact that at very low bit rates, the number

To conceal such a visual effect, each INTRADC codeworsf VLCs tends to drop due to coarse guantization, leaving the
in the GOB will be replaced by the codeword from the neiglsecond bitstream with insufficient information to transport. In
boring GOB, as shown in Fig. 10. For the first and last GOB ifact, this is largely the result of utilizing full temporal resolu-
the frame, all the INTRADC codewords will be replaced by thiéon (30 frames/s), which should not be considered for video
codewords from the previous or the proceeding GOBs, respeempression at very low bit rates.
tively. Please note that in our simulation model, if one of the In these experiments, we have observed that by lowering the
two reference GOBs is corrupted by errors, the predecoder widding frame rate to 10 frames/s, the partitioning can be success-
use the other neighboring GOB is to estimate the INTRADfgIly accomplished at a bit rate as low as 24 kbits/s. In addition,

51t should be noted that in the case of I-pictures it is not very likely to findS the bit rate goes up, the number of frames with split-header
GOBs with the split-header. GOBs decreases.

Fig. 10. Error-concealment procedure to estimate INTRADC codeword.
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Fig. 11. Percentage difference between two bitstreams.

B. Transmission was 8 with a pulse shaping roll-off factor of .25. The carrier

) . frequency was 1.9 GHz.
The final stage of our experiments was concerned with | e first experiment, a 1/2 rate convolution coding with a

the transmission aspects of the partitioned video signal. TBgnstraint length of 9 was applied to encode the first bitstream.
end-to-end transmission system has been simulated USH#Q second bitstream was transmitted unprotected. For the first
SPW simulation tools. As discussed in Section Il, Gray-Codfisiream, the coding block structure consisted of 504 bits of
16-QAM modulation with a baud rate of 24 was then usegL; information and a 16-encoder tailor bit. This resulted in a
to transmit the pilot-assisted coded symbols. The modulatgdly| of 1024 encoded bits for the block (please note that the en-
signal was then transmitted via AWGN channels under RaleigBer tail bits were used to terminate the convolutional code).
fading (flat fading) conditions. _ In addition, to minimize the effect of deep fades, a conventional
In these experiments, the ITU-T H.263-based video-corBiock interleaver of 64« 16 bits was then applied. Finally, by
pression technique was used to encode the input video sigigking into account the overheads such as cut-off value, parity
As before, two QCIF video sequences, “Salesman” anfleck bits, pilot information, and the second bitstream'’s syn-
“Claire,” were encoded at 10 frames/s. The coded bitstreaiRronization bits (i.e., PSC and GBSC), the input video was en-
was then partitioned into two bitstreams in such a way as ¢gded at 52.8 kbits/s. In this case, the splitting percentage factor,
allow differing degrees of error protection for each partitionegry was found to be 42%.
bitstream. For FEC, convolutional codes were used to protecip; the receiver, both partitioned bitstreams were fed to the
each bitstream independently. In addition, to minimize thgedecoder block. As mentioned earlier, the function of the pre-
effect of deep fades, a conventional block interleaver Wagcoder is to re-synchronize, re-align, and finally perform a lim-
applied following the channel encoding. ited error concealment. Its performance largely depends on the
The pilot overheads were then inserted before multiplexirgze of its input buffers for storing the partitioned bitstreams for
the bitstreams into a 4-bit symbol. As discussed earlier, a pilde re-alignment process. To avoid excessive delay, we have de-
symbol Pc-1 Pc-2 = “1111") was first inserted after every 63 pjoyed a 2.0-kbit buffer for each channel. In these experiments,
data symbols. In addition, a half symbéi{ > =“11") was also we observed that the effect of error bursts on the header infor-
inserted on the second bitstream at every 8-symbol interval. mation (e.g., PSC, TR, etc.) may extend well beyond a single
At the receiver, a QPSK demodulation was used to re~frame. Consequently, this could seriously upset the resyn-
cover the first channel data (C-1). This was accomplishetironization process where the next picture header may not be
by achieving the primary channel estimation where a 2-hientified within the stored data. In this situation, the predecoder
pilot symbol (Pc-1 = *11") was first extracted by down replaces the entire data in each corrupted frame by the success-
sampling the received complex signal and then performiriglly re-aligned data from the previous frame (freeze-frame).
symbol-spaced interpolation for estimating the fading channelHowever, under less severe fading conditions, the effect of
coefficients. These coefficients were then complex conjugategtor bursts is likely to be contained only within a few neigh-
and multiplied to the received symbols before being sent tobaring GOBs. In this case, upon detecting errors in the first
QPSK slicer. A hard-decision Viterbi decoder had been useddbannel, the entire data in any of the erroneously detected GOBs
decode the first bitstream. is forced to zero, resulting in a replacement of the reconstructed
The next step was the process of recovery of the secoB@B from the reference frame. In this situation, all the MBs in
channel data; this was accomplished by first extracting a 2-tlie GOB are considered as uncoded (i.e., COD). In a case
data from the decoded first bitstream. This, together with tirehere the errors effect an I-frame, a new GOB is generated that
C-2 pilot symbol fc.» = “11"), formed a full 4-bit pilot will include only an INTRADC codeword for every block. The
symbol at every frame (i.eZ;). The pilot symbols were then codeword is regenerated by interpolating the INTRADC values
used for the second-stage of channel estimation as showrfrom the nearest blocks of the neighboring GOBs (see Fig. 10).
Figs. 3 and 4. In these experiments, the oversampling ra&ter further details of the effect of transmission errors on the bit-
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—8—C-1(coded) —A—C-2 (uncoded) —#— PSNR of the reconstructed videa depending on the mobile velocities). Such an improvement
ooesoBER roNR(dB)  hecomes more noticeable as the number of freeze-frames drops.

: ¥ In particular, it should be noted that such an improvement
is closely related to the BER performance of the multipath
resistant channel despite the relatively poor BER performance
of the second channel.

For further justification, the second experiment was carried
out with the objective of having identical BERs for both
channels. This was mainly to evaluate the advantage of an
unequal error protection strategy for transmission of the
partitioned video bitstreams. In these experiments, secondary
fade estimation was turned off. Instead, a conventional channel
estimation, where a 4-bit pilot symbol is transmitted at the
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roner L — — — — o - e  beginning of every .frame of 19 symbol; (idy = 20),
' Channel SNR (dB) was deployed. In this arrangement, the first channel data was
@) transmitted unprotected, whereas the second channel data was
T8 Gl (coded) A C-2 (uncoded) 4= PSNR of the reconstructed video encoded using a rate-compatible punctured convolutional code
e PSNR(dB)  (RCPC) [14] at a rate of 2/5. This code consisted of a 1/3

-

rate convolutional code with the constraint length of 5 and the
puncturing rate of 24/20 (4 symbols are deleted out of every 24
coded symbols). The coding was performed on a block of 476
bits of the second bitstream, resulting in a total of 1200 encoded
symbols for every block (please note that a block interleaver
of 60 x 20 bits has been applied). Taking into consideration
all the overheads, the input video could then be encoded at the
same bit rate of 52.8 kbits/s, but with a splitting percentage
factor of 72%. Under these conditions, we observed that nearly
the same BERs for both channels can be accomplished at
E;/No = 28 dB for the normalized Doppler frequency of
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14005-0720 o — — " e " o FyT, = 0.01. The results are shown in Table I. We have also
Channel SNR (dB) included the results of the first experiments obtained under the
® same transmission environments.

Furthermore, for the sake of comparison, the transmission of
Fig. 12. Average PSNR of the reconstructed frames of the “Claire sequengghonpartitioned H.263-coded bitstream was also conducted. In
‘(’)".gig.transm'tmd via a twin-class 16-QAM. (B T- = 0.01. (0) foTe = nis case the RCPC rate was 4/5 and this provided almost the
same FEC overhead as in the other experiments in Table I. For
this, the predecoder was designed in such a way that whenever
stream and the alignment process, please refer to Section VeRors are detected in any of the GOBs, the entire MBs in the
Finally, the aligned bitstream is then forwarded to the standagfbB are considered to be uncoded. The results of this experi-
ITU-T H.263 decoder. ment under the same test environments are also shown in Table |
Fig. 12 shows the average PSNR (peak-to-peak signal to rmghese results indicate a far superior performance of the parti-
noise ratio) of the reconstructed received video frames versighed video bistream when transmitted over a twin-class QAM
channel SNR K, /N,) for the “Claire” sequence. This figure with unequal BER for each of its channels compared with the
also includes the BER results for C-1 and C-2. These resulier two systems. To verify this subjectively, we compared
were obtained for a normalized Doppler frequengyq;) of the quality of the reconstructed video for all three systems of
0.01 [Fig. 12(a)] and 0.015 [Fig. 12(b)]. Furthermore, to gerFable I. In these evaluations, we carried out each experiment
erate a long string of binary data, input video sequences eagling a repeated video sequences five times and each time reini-
consisting of 396 frames (30 frames/s), was repeated ten tinigdized the noise generator differently. We then observed that
and then coded at 10 frames/s. After the last frame of the fithle overall quality of the partitioned video transmitted with an
sequence was encoded the first frame of the repeated sequegel BER (system 2), in terms of the number of freeze-frames,
was then encoded as I-frame, thus resulting in the I-frame regefs slightly better than system 3.
period of 134 frames. This clearly indicates the effectiveness of the video parti-
The results in Fig. 12 indicate that at lowEt /Ny values, tioning even without utilizing unequal error transmission. How-
the predecoder is unable to resynchronize the received ater, with a combination of the unequal error-protection scheme
streams due to excessive noise. This situation could result iarad the secondary fade estimation, we observed that quality of
severely distorted first frame (I-frame), followed by repeateithe reconstructed video is far better than the other two systems.
freeze-frames. As for the higher channel SNR, the perfdrdeed, when the same experiments are repeated with higher
mance of the predecoder tends to improve considerably (eahannel SNR (e.g., BER; < 10~% and BER:., < 1073), the
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TABLE |
PERFORMANCE COMPARISON BETWEEN PARTITIONED AND NON-PARTITIONED TRANSMISSION OF THE*SALESMAN” SEQUENCE

System Video Bitrate Bit FEC- Channel Pilot | FyT, | EgNp BER PSNR
(kb/s) Stream | rate | estimation | Frame (dB) (dB)
Partitioned 1 Vs Two- 64 | 001 |28 1.2x10™ | 32.8
52.8 2 - stage 8 0.011
Partitioned 52.8 1 Non | One- 200|001 |28 9.1x107 | 25.7
2 2/5 | stage
g 8.3x10™
Non- 50.944 - 4/5 | One- 20 (001 |28 23.2
Partitioned stage 9.2x10™

quality of the system 1 becomes almost indistinguishable wii{{r} = »,. For example, let us first consider that a logical zero
the quality of the transmitted video signal. Finally, we should transmitted for ad or @ component. In this case, the distance
emphasize that increasing the size of the predecoder buffers oba constellation point from the boundary of its decision region
considerably reduce the number freeze-frames in the receiwveolld bed = (2ry — r)a instead ofl = (2a — o) = ainanon-
bitstreams mainly due to better detection of the uncorrupted syaeding case. Under this condition, the second channel average
chronization information. Another important factor is utilizingoit-error probability for the logical zero using (4) can be shown
more frequent INTRA-refresh option at the encoder, but thas

would be at the expense of the increasing the overall bit rate. -00 % )
o, = Sl (20 1) /2 L, (AL
o2 o Yo r 5

In the case when the logical one is transmitted, the protection

The main objective in this paper was to investigate thfistance would bel = (3r — 2r0)a and therefore the average
transmission of compressed video bitstreams over multipait-error probability is
fading environments via a twin class 16-QAM modulation oo i
system. This required developing a robust video partitioningp? , = / 1 e~/ g { <37_0 — 2) \/Z} dv;. (A2)
scheme where each partitioned bitstream can be transmitted o o T 0
by a separate 16-QAM transmission channel. It is well knowfor a Rayleigh model, the ratig /» can be shown as
that the BER performance of the two LSBs (referred to as the ro 1 [T
second channel) of the 4 bits/symbol of a Gray-coded 16-QM =5 (A3)
tends to deteriorate rapidly as the Doppler frequency increases. i
We have shown that such deterioration can be reduced cheplacing the above ratio in (A1) and (A2) would result in

siderably if more frequent pilot information is transmitted for > 1 /T — /70
Lo - = i/ 0) ¢ ‘
the second channel. A second stage of fade estimation is the#<2 = / e Q{ /5 }d% (A4)

VII. CONCLUSION

Yo
proposed which can significantly improve the second channel % q 30 — 4/
performance. Pho = / — e_(%'/%)Q{# } dv;. (A5)
o 7o /20

Subsequently, we have discussed two methods of partitioning i ]
which are based on separating the DCT data before and afépPplifying (A4) and (AS), the following equations are ob-
VLC coding. It was shown that while the former can be mor&ined:

suitable for SNR scalability, the latter was considered for our 0 1 = o 1

application mainly due to its partitioning efficiency. The parti- Poz =3¢ ™ |1+ m‘?m““m) : (A6)

tioning method was then applied to split the compressed video -

bitstream. The ITU-T H.263 coding standard was used to en- - )

code the QCIF video input. o N _ P, = 1 =t 14 470 @wggﬁ] (A7)
Finally, the end-to-end transmission of the partitioned video 2 40 + 10

bitstreams using the above 16-QAM system was evaluated ) . .
under various transmission environments. We have shown tha—t}&’s’ the tOt,"’?I blt-grror probability for channel 2 under Rayleigh
combination of the twin class 16-QAM with the secondary fad@ding conditions is

estimation and the video partitioning forms an effective method —_ 1.9 1
Pe2 = _(pc—Q +pc—2)

in transmitting video information over mobile channels. 2
or
APPENDIX 1 —wu o eyl
DERIVATION OF THE ERROR PROBABILITY OF THE Pey= °" 1+ 10+ %610‘”0“”
SECOND CHANNEL 16-QAM
—9my o2
To obtain the average BER of the second channel, we as- + le T |1+ 4% 3070+ 100
sume that the decision boundaries for the LSB of thend 4 4y0 +10

() components should be adjusted by an average fade factor of (A8)
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